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Executive Summary 
 

This report documents the development of a model to predict the percent through trips in small urban 
areas, using limited and readily available data, so the process conforms to the needs of small 
communities.  A non-intrusive data collection methodology, utilizing video cameras, was performed to 
collect external-external and external-internal traffic movements for several small communities in 
Alabama.  The trip percentages obtained from two sample cities in the data collection effort were used to 
develop equations to predict traffic flows, which were applied to the other cities in the study.  One model 
developed, utilizing a single equation for traffic prediction, proved superior for traffic prediction when 
compared to previously developed and published equations.  The new model provides the state of 
Alabama a tool to forecast trip movements in small communities where traditional travel demand models 
are not available. 
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CHAPTER 1 
INTRODUCTION 

 
The transportation planning process is used to provide information for decision makers regarding future 
transportation activities and requirements.  Most of the conventional planning processes that are quite 
data intensive and costly were designed for use in large urban areas and metropolitan cities.  This study 
focused on developing a model to find the percentage of through trips in small urban areas with limited 
data, so the decision support process for such communities will become affordable.  
 
Due to a variety of factors, the popularity of small urban areas has increased over the past several 
decades; in the 1980s, almost 40 percent of the United States population lived in communities with a 
population between 2,500 and 50,000 (Census, 1983).  This generated a greater awareness of 
transportation problems in small urban areas (Khisty and Rahi, 1990).  In Alabama, of the current 
4,040,857 residents, only 940,754 (or 23 percent) reside in one of the six cities with more than 50,000 
residents (Population, 1998).  This implies that the majority of the state’s residents live in small urban 
areas. Unfortunately, the studies that have been conducted to determine the transportation needs of small 
areas are limited.  Moreover, studies that were completed previously to facilitate the synthesis of a 
through-trip table for urban areas of less than 50,00 population have become outdated and provide 
unreasonable figures (Anderson, 1999). 
 
The external – external trips and external – internal trips are of great importance for the development of 
infrastructure and highway bypasses in these small communities.  Trips passing from one part of the state 
through the community to another part of the state are known as external-external trips. The trips entering 
the community and returning on the same route are known as external-internal trips.  The principle 
methodology for determining through-trip rates cited in the literature is based on the effects of road 
functional classification, average daily traffic characteristics, vehicle type, route continuity and population 
of the community (Modlin, 1982).  One alternative methodology that has been presented recently focused 
on the economic impact of neighboring communities to the study city; however, this method has not seen 
widespread use (Anderson, 1999). 
 
This study intends to develop a methodology to assist transportation professionals in calculating the 
through-trip rates for a community based on a combination of community characteristics, roadway facility 
type, and economic characteristics of the surrounding communities.  
 
1.1 Background Information 
 
The current transportation planning process relies on urban transportation planning (UTP) models that are 
typically oriented to provide regional, 24-hour modeling capabilities.  In general, these models provide 
adequate estimates of current and future average daily traffic on a region-wide basis or for major flows 
such as through freeway interchanges or along principal corridors (Khisty and Rahi, 1990).  
 
Traffic volume is the basic factor in determining the deficiency of transportation corridors. Growth in 
traffic volume and the corresponding need for new or improved facilities may be anticipated by 
combining a future land use plan along with an understanding of the relationship between land use and 
transportation.  In major planning studies, these relations are usually established from data available from 
external, internal, truck, and origin-destination (O-D) surveys.  This cannot be done in all small  
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communities because the cost of conducting such surveys to facilitate the development of unique 
simulation models for individual areas is prohibitive (Modlin, 1982).   This escalating cost mandates a 
synthetic procedure for determining travel patterns in small urban areas.  
 
1.2 Objective of The Study 
 
The objective of this study is to examine and develop a methodology to assist transportation professionals 
in calculating the through-trip rates for a community, based on community characteristics, roadway 
facility type, and regional economic characteristics.  The proposed methodology is developed specifically 
to benefit communities with populations below 50,000 and is intended to support decisions related to 
highway construction.   
 
Since communities with populations below 50,000 are not required to maintain a metropolitan planning 
organization, few of these communities perform any conventional transportation planning activities.  
Unfortunately, many of these communities are facing transportation questions regarding the current 
infrastructure available and the merit of proposed highway improvements, most notably highway 
bypasses (Anderson, 1999).  This research effort attempts to develop a methodology to assist these small 
urban areas in determining the likelihood that travelers on the roadways are destined for the community or 
beyond. 
 
1.3 Report Tasks 
 
For the successful completion of the study, the work was partitioned into four tasks.  The tasks were 
defined to be a literature and community review, collection of data, design of the model, and evaluation of 
the model.  Each of these steps is addressed in more detail in the following sections. 
 
1.3.1 Literature, Community and Market Review  
 
Appropriate literature regarding external through-trip rates was reviewed to better understand existing 
methods.  This review was necessary to evaluate the need of the new through-trip rate methodology for 
small urban areas.  A detailed market study was conducted to find the best possible methods for traffic 
data collection and the most feasible and affordable devices to be used.  In addition, individual 
communities were reviewed to identify existing roadway traffic counts and available data, as well as 
potential sources for these data.  
 
1.3.2 Data Collection and Analysis 
 
The data collection effort for the through-trip rate estimating methodology involved video surveillance of 
vehicles entering and exiting the communities of interest on major roads, and manually recording vehicle 
license numbers for a few single lane roads.  The data were collected for all major entrances and exits for 
each study community, for approximately ten hours.  The vehicle information was examined to determine 
which vehicles entered and exited along the same roadway, which would be classified as external-internal 
trips.  Vehicles entering and exiting using two different routes where defined as through trips.  
 
1.3.3 Model Design 
 
After collecting and analyzing the data, specific community characteristics and economic considerations 
were used to develop a model that best reflects community travel patterns.  This model is based on a 
statistical analysis of the data related to community, roadway and economic variables.  The through-trip 
rates were determined to be a function of selected community variables, roadway approach to the 
community, and surrounding communities. 
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1.3.4 Evaluation of the New Methodology 
 
The new methodology had to be validated with data collected during the data collection period of this 
project and evaluated against existing methods used to determine the through-trip rates.  This evaluation 
would determine if the new methodology provides more accurate traffic forecasts, which is the primary 
data in supporting infrastructure decisions.  After this analysis, a conclusion could be reached about the 
applicability of the new through-trip rate methodology to forecast traffic flow in small urban 
communities.  
 
1.4 Document Organization 
 
The report contains seven chapters. The first chapter discusses the need for developing a methodology to 
predict through trips for small communities, the objective of the study and the tasks involved.   The 
second chapter provides a review of previous studies conducted in this area and the methods used for data 
collection and analysis. The third chapter explains the methodology adopted and the practical tasks that 
were executed for the completion of the study.  In the fourth chapter, a statistical regression analysis 
develops three models to predict the percent trips.  The fifth chapter was dedicated to validating the 
models for a similar community, comparing the results of the new model with existing models, and 
discussing achieved results.  The sixth chapter draws conclusions obtained from this study, and discusses 
areas for future improvements.  The final chapter includes the references for the report. 
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CHAPTER TWO 
LITERATURE REVIEW 

 
This report was conducted to assist traffic planners in small urban areas in predicting through trips for the 
study city.  As traffic patterns, mode of transport, economic and social characteristics have undergone a 
drastic change during recent years, most existing models to forecast through trips have become outdated 
(Modlin, 1982).  Previous studies conducted, and the methods used to develop past models are included in 
this chapter.  A review of transportation planning, statistical analysis methods, and data collection 
technology will be discussed in the following sections. 
 
2.1 Travel Models for Small Urban Communities  
 
Before examining travel models, a brief review of small communities is provided in the following section.  
The review examines the role of small communities and specific travel model developments directed 
towards these communities. 
 
2.1.1 Small Communities 
 
The concept of a small community, also known as a rural community, cannot be narrowly defined.  The 
concept of a rural community depends largely on an individual’s experience.  Many residents of large 
cities consider anything outside a large metropolitan area as rural; residents of sparsely populated 
agricultural areas think of even small cities as urban. 
 
In practice, the U.S. Department of Transportation defines rural in two ways: first, for functional 
classification and outdoor advertising regulations, rural is anything outside of an area with a population of 
5,000.  Second, for planning purposes, rural is considered to be anything outside of metropolitan areas 
with a population of 50,000 or greater (FHWA, 2002).  This definition leaves a lot of room for significant 
differences within these categories.  Therefore, it is prudent to describe rural based upon what we see 
across the country.  For the purpose of this report, “rural” or “small community” was defined to be non-
metropolitan cities with populations less than 50,000.   
 
2.1.2 Travel Models 
 
The development of travel models for small urban communities is not a new idea.  Several methods have 
been developed to provide forecasts based on specific input assumptions.  Khisty and Rahi, 1987 
identified thirteen modeling methodologies applicable for small urban areas, and a recently published 
report by Martin and McGuckin (1998) provide the basis for this study.  They are discussed briefly in this 
section. 
 
The principle methodology developed by Modlin (1982) to facilitate the synthesis of a through-trip table 
for small urban areas was a formidable achievement at that time.  The effects of functional classification, 
average daily traffic (ADT), percentage of trucks, route continuity and urban area population were 
significantly correlated with through-trip patterns.  A set of simple multiple regression expressions was 
developed to the percentage of through-trip ends at each station and distribute these trips among stations.  
The independent significant variables were the ADT at the destination station, percentage of truck  
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excluding panels and pickups at the destination, percentage of through trips at the destination, and route 
continuity as a dummy variable (Modlin, 1982). 
 
In a recently conducted study by Anderson (1999), it was found that these models were useful when they 
met certain specifications, but they could not be used as a reliable model to find the through-trip rates for 
small areas.  From this observation, it was concluded that there was a need to develop a methodology, 
based on a combination of the community characteristics, facility type, and economic characteristics of 
the surrounding communities. 
 
Low’s model suggests that traffic volumes are determined one link at a time, primarily as a function of 
the relative probability that one link will be used in preference to another (Low, 1972).  Interzonal trip 
probabilities were assigned to the network, using traffic assignment procedures, to produce estimated trip 
probabilities on a link-by-link basis. These individual link probabilities were used, along with actual 
traffic counts, to develop regression equations correlating interzonal trip probabilities and traffic counts. 
These regression equations are used to estimate link volumes, using the interzonal trip probabilities 
obtained with horizon year trip generation results (Khisty and Rahi, 1990). 
 
In 1983, Neumann et al. proposed an alternate modeling approach directed towards smaller urban areas. 
The model directly estimates area wide, all-purpose trip production rates (Nuemann et al., 1983).  The 
model distributes and assigns zonal socioeconomic variables directly to the study area network.  To use 
the model, external trips were deducted from the total ground counts to obtain internal trips of the area. 
Entering the ground counts as the dependent variable and socio-economic variables as independent 
variables develops linear regression models.  The resulting regression coefficients were the estimates of 
the area wide, all-purpose trip production rates (Khisty and Rahi, 1990).  As with the model developed by 
Low (1972), this regression model is again used to forecast horizon year traffic.   
 
Khisty and Al-Zahrani proposed another small area model, referred to as the internal volume-forecasting 
(IVF) model based on Low’s model.  This model incorporates changes to reduce the errors in Low’s 
model.  The model recommends replacing the zonal production and attraction characteristics with direct 
estimates of trip productions and attractions, in other words it uses employees per zone and job positions 
per zone as the basis for trip generation.  In addition, the model recommends the use of total employment 
available in the study area as a factor in developing the trip interchange index assigned to the network 
(Khisty and Rahi, 1990). 
 
It can be seen that all the three models require high quality, system wide traffic counts and assume 
stability of mathematical relationships between development and horizon years.  For many rural 
communities, traffic count data are not readily available.  Furthermore, trip generation equations and 
distribution parameters will likely change significantly in small areas with infrastructure changes, 
negating the previously developed regression equations.  Therefore, a new model that is not dependent on 
existing traffic counts and is responsive to significant traffic changes is desired (Anderson and 
Souleyrette, 2000). 
 
The latest model developed for external travel estimation was reprinted in the NCHRP Report 365 
(Martin and McGuckin, 1998).  A model developed in North Carolina estimated through-trip ends at a 
station on the cordon of a study area. The model used functional classification, the ADT at the external 
station, the percentage of trucks (excluding vans and pick ups), the percentage of vans and pickups, and 
the population of the study area (Martin and McGuckin, 1998).  Equation 2-1 gives the percent through 
trips at an external station i. 
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(Eq. 2-1) 

 
 
Where: 
Yi  = percentage of the ADT at external station I, that are through trips, 
I = interstate (0 or 1), 
PA = principal arterial (0 or 1), 
MA = minor arterial  (0 or 1), 
ADTi = average daily traffic at external station i, 
PTKSi  = percentage of trucks excluding vans and pickups at external station i, 
PPSi = percentage of vans and pickups at external station i, and 
POP = population inside the cordon area. 
 
In Equation 2-1, an external station can be only one of the three functional classifications.  For each 
functional class, the value of the variable is 1; for the other two, the value will be 0. The distribution of 
estimated through-trip ends from an external station to each one of other external stations is required to 
obtain a through trip matrix.  Modlin (1982) developed three equations based on functional classes to 
estimate the distribution of through trips that enter the analysis area at an origin external station (i) and 
pass through a destination station (j).  For each interchange, the functional class of the destination station 
dictates which equation is to be used (Martin and McGuckin, 1998). 
 
Interstate:  

 
 

      (Eq. 2-2) 
 

 
Principal Arterial:  

 
 

 
    (Eq. 2-3) 
 

 
Minor Arterial:  
 

 
        (Eq. 2-4) 

 
 

Where: 
Yij = percentage distribution of through-trip ends from origin station i to destination station j, 
PTTDESj = percentage through-trip ends at destination station j, 
RTECONij = route continuity between stations i and j: 1 = Yes, 0 = No, and 
ADTj = average daily traffic at destination station j.  
 
Station to station trip movements can be estimated using a simple factoring procedure, which uses an 
external station’s portion of the total trips.  Some efforts have to be made to ascertain the existing through 

Yi = 76.76 + 11.22 x I – 25.74 x PA – 042.18 x MA + 0.00012 x  ADTi  + 0.59 x PTKSi  -  0.48 
x PPSi  - 0.000417 x POP 

Yij = -2.70 + 0.21 x PTTDESj + 67.86 x RTECONij 

Yij = -7.40 + 0.55 x PTTDESj + 24.68 x RTECONij + 45.62 x ADTj / ∑ ADTj 

Yij = -0.63 + 86.68 x ADTj / ∑ ADTj  + 30.04 x RTECONij 
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movement patterns either by reference to earlier studies of the area or by general observations (Martin and 
McGuckin, 1998). The key for using this model is knowing the ADT by direction for trucks and autos at 
each external station. 
 
2.2 Regression Analysis 
 
Regression analysis is the most widely used statistical technique for investigating and modeling the 
relationship between variables (Montgomery and Peck, 1992).  In a statistical problem, if we let the 
dependent variable (response) be Y and the independent variable (regressor) is X, the reasonable form of 
linear relationship between the two variables is shown in Equation 2-5.  

 
(Eq. 2-5) 

 
The concept 

of regression analysis deals with finding the best relationship between X and Y, quantifying the strength of 
that relationship, and the use of methods that allow for prediction of the response values given values of 
regressor X.  In the equation, β0 is known as the intercept and β1 as the slope.  The statistical error 
between the observed value of Y and the straight line (β0 + β1 X) is represented by ∈.  The more plausible 
regression model is represented as in Equation 2-6 

 
. 

  (Eq. 2-6) 
 
In most applications, as the case with this study, there will be more than one regressor that helps to 
explain Y.  The multiple regression equation is used in such situations. It is shown in Equation 2-7.  
                                            
 

 (Eq. 2-7) 
 
where Y is the natural dependent variable, and X1, X2,…, Xn are the independent variables.  The resulting 
analysis is termed as multiple linear regression analysis.  The term linear is used to indicate that the model 
is linear in the parameters β0, β1, .., βn, not because Y is a linear function of X’s.  The important objective 
of regression analysis is to estimate the unknown parameters in the regression model (Montgomery and 
peck, 1992 and Walpole et al., 2002). 
 
The second phase of regression analysis is called model adequacy checking, in which the appropriateness 
of the model is studied and the quality of the fit is ascertained.  The outcome of the adequacy checking 
may indicate either that the model is reasonable or that the original fit must be modified.  Thus, the 
regression analysis is an iterative procedure, in which data lead to model selection, and a fit of the model 
to the data is produced.  The quality of the fit is then investigated, leading either to modification of the 
model or adoption of the model (Walpole et al., 2002). 
 
2.3 Methods and Equipment Used for Data Collection 
 
Currently, many techniques are used for collecting transportation data in the field.  For manual forms of 
data collection, methods range from using pencil and paper to, more recently, laptop computers running 
specialized software programs.  In recent times, travel time has become an emerging factor in 
transportation studies.  A common method for determining travel time is to place people in the field to 
observe license plate numbers at different points, and then key them into portable computers.  Software 
that matches license plates from two different source files is then used to find matches and calculate travel 
times (Washburn, 2002 and Washburn and Nihan, 1997) 

Y  = β0 + β1 X 

Yi = β0 + β1 Xi + ∈i 

Y = β0 + β1 X1 + β2 X2 +. …+ βn Xn + ∈ 
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2.3.1 License Plate Readers (LPR) 
 
During the duration of this study, it was found that there are specialized license plate readers (LPR) 
available in the market.  These LPRs use a unique, patented approach to capture license plate images.  By 
using external trigger signals, the system can read both retro-reflective and non-retro reflective license 
plates, meaning that it will capture images of 100 percent of the vehicles entering and exiting the area 
(Army, 2002).  The LPR automatically generates and archives lane and data information and a time stamp 
for each image.  In addition to the alphanumeric read, the LPR also provides state and country 
information. Its menu-driven operator interfaces are customized for specific applications and make it 
extremely user-friendly.  These systems are usually used for long-term installations and are highly 
expensive.  
 
2.3.2 Speech Recognition of License Plate Data 
 
Speech recognition for on-site license plate data collection is another method that has been studied 
recently.  It has emerged as a potentially viable tool for data collection with very distinct advantages over 
some existing manual methods (Washburn, 2002).  The speech recognition application developed by 
Washburn (2002) was actually a combination of the two existing methods for performing license plate 
data collection: voice recorder entry and portable computer keyboard entry. 
 
Voice recorders offer a convenient way to collect data, as speaking is the only continuous task that is 
required.  For the license plate data collection, they offer the advantage of allowing the user to keep 
his/her eyes and attention focused on the license plates at all times.  This leads to larger sample sizes and 
greater accuracy rates.  This especially becomes more prevalent in situations where the observer may be 
required to use binoculars to see the license plates clearly.  The main difficulty with this method arises in 
associating an accurate time-stamp with each plate entry on a consistent basis  (Washburn, 2002 and 
Washburn and Nihan, 1997). 
 
Portable computer keyboard entry methods are also suited to the same purpose.  The user can type license 
plate characters into a special program that automatically time-stamps the entries, based upon the internal 
computer clock.  The use of specialized software programs also eliminates the need for any further data 
transcribing after the data collection effort (Washburn, 2002).  A quality software program will allow the 
data collectors to immediately post process (e.g., plate match) the license plate data without any further 
modifications.  The main drawback of this method is that the accuracy of license plate entries is often 
directly correlated with the typing ability of the data collector (Washburn, 2002). 
 
The developed speech recognition application combines the advantages of both the voice recorder and 
keyboard entry techniques and eliminates each one's disadvantages, while also providing a hands-free 
form of data entry (Washburn, 2002).  Development of this type of application did prove to be very 
challenging.  The essential components of this application are the license plate data collection program, 
speech recognition engine, grammar and vocabulary file, and the user interface that represents the “front-
end” for the main data collection program (Washburn, 2002). 
 
When we look at the average accuracy rate for each method, we can see that the keyboard entry method 
has a 97 percent, the voice recognition has 95 percent, and speech recognition method has 93% accuracy 
(Washburn, 2002).  This means the accuracy rates obtained with the keyboard entry method are still very 
good, on an average about four percent better than those obtained with speech recognition.  On the other 
hand, the execution speed of the data collection program still remains a constraint for the voice 
recognition method, which means that during periods of high traffic flow on the arterial, the program is 
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unable to process the speech input at the same rate the data collector is able to speak the license plates 
(Washburn, 2002 and Washburn and Nihan, 1997). 
 
Interestingly it was observed that there is a larger pool of correct license plates yielded by the speech 
recognition method than the keyboard entry method (Washburn, 2002).  The speech recognition method 
averaged about an 11 percent higher sample rate than the keyboard entry method.  As a result, for many 
of the data collection exercises a larger correct sample was collected with speech recognition than with 
the keyboard, despite a slightly lower accuracy rate with the speech recognition method.  Although 
speech recognition has its own advantages, this technology is still relatively immature.  As technology 
matures and computing power increases, it may see increased utility over keyboard entry for field data 
collection.  At that time, the need for using a keyboard for input could become a thing of the past 
(Washburn, 2002 and Washburn and Nihan, 1997). 

 
2.3.3 Video License Plate Data 
 
Video license plate surveys have been in use for more than a decade.  In this method, video cameras of 
adequate quality are properly set up, and then the license plate images are captured for post collection 
data reduction (Shuldiner, 1994).  Problems arising for setting up video cameras have been resolved in 
various studies.   The data reduction activity, however, is quite tedious.  In most cases, the letters and 
numbers on a license plate are manually transcribed to a data file.  This manual process is time 
consuming, and expensive (Shuldiner, 1994).  The transcription step contains ample opportunities for 
mistakes.  Although automated license plate readers are being implemented with success elsewhere, their 
dependence on high-end equipment makes them too expensive for most applications (Shuldiner, 1994 and 
Shuldiner and Hudson, 1996).  
 
Video license plate surveys involve four basic steps: survey planning, data collection, and data reduction 
and analysis, and results reporting.  Approximately 50 percent of the total cost of a video license plate 
survey is spent on only the data reduction step (Gupta et al., 2002).  Data reduction translates the tapes 
made during data collection into files that are suitable for input into analysis.  This process usually 
requires a person to watch each videotape, then manually enter time and plate information into a 
computer file.  In their work, Gupta and his team focused on stream lining the data reduction step.  Their 
product is supposed to be a process that is less labor intensive, more accurate, and more cost-effective.  
Image processing and optical character recognition technologies are being employed in this field.  By 
using specialized hardware and good-quality video (e.g., Super VHS), it is possible to use computers to 
process video data for license plate recognition (Gupta et al., 2002). 
 
Image processing is a tool that helps immensely in training computers to act like humans.  One example is 
reading license plate data (Gupta et al., 2002).  Optical character recognition technology involves reading 
text from number plates and translating the images into a form that the computer can manipulate.  Most 
OCR systems use a combination of hardware and software to recognize characters, although some 
inexpensive systems do it entirely through software (Webopedia, 2002).  A systematic approach to OCR 
includes segmentation of the image into individual characters, feature extraction, and character matching.  
By using these techniques the video license plate data reduction  (VLPDR) software was developed, 
which can identify video frames that contain vehicles and discard the remaining frames.   
 
VLPDR can locate and read the time stamps in most of these frames.  Although VLPDR cannot read the 
license plate numbers into a data file, this final step is made easier by a user-friendly graphical user 
interface (GUI).  VLPDR saves a significant amount of manual data reduction; it can reduce the time 
involved by an estimated 60 percent (Gupta et al., 2002).  However, the amount of labor savings can vary, 
depending on the parameters chosen by the user (Gupta et al., 2002). 
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2.4 Summary of Literature Review 
 
Taking into consideration all the available methods for data collection and looking into the feasibility of 
obtaining them within the limits of this study, both advanced technological and manual methods were 
used during this project. High-resolution video cameras were used to capture the images of number plates 
of vehicles moving on high-density multi-lane roads, and paper and pencil were used on minor single lane 
roads.  The obtained information was entered into a database using desktop computers. The data was 
matched and analyzed using specialized software. 
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CHAPTER 3 
METHODOLOGY 

 
This chapter presents the methodology adopted and data collection activity required to develop the 
through-trip model for small urban communities.  The first section describes the study’s technical 
approach.  The second section discusses the selected communities and their respective demographics.  
The third section documents the data collection effort, which was the most challenging part of the study.  
The fourth section describes the data processing effort.  The chapter concludes with a summary of the 
methodology. 
 
3.1 Technical Approach 
 
The development of the methodology to predict the through-trip rates for small urban communities used a 
non-intrusive data collection method for several communities within Alabama.  The communities were 
selected depending on a variety of considerations, specifically proximity to other major cities, population, 
economic considerations, and geographical location. 
 
Each community was considered as a single zone, with various external stations connecting the 
community to the state, removing internal-internal trips from our study.  The external-external trips were 
trips passing from one part of the state through the community to another part of the state.  The internal-
external trips were trips entering the community and returning to their origin. 
 
Video surveillance was used to collect vehicle travel information for the study communities.  Video 
surveillance allowed the data collection team to automate the process of recording vehicles as they 
entered or departed the community being studied.  This process reduced the inconvenience to passing 
motorists as the vehicles were allowed to pass at highway speeds and guaranteed accurate recording of 
vehicles, as the data collectors were not busy with manual recording of data.  The collected data was then 
manually transcribed into a computer data base file.  After the collection of data, roadway, community 
and economic characteristics were used to develop a methodology to predict external trip rates. 
 
3.2 Community Review 
 
Eight communities in Alabama were selected as case study cities, and for model development and 
validation.  For the selected cities, a site visit was performed to determine the roads in the community that 
would be considered as major entrance/exit points for the community.  The selected cities and their 
demographics are shown in Table 3-1.   
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Table 3-1 Community demographics 
 

Community Population 

Alexander City 15,008 

Arab 7,174 

Hartselle 12,019 

Roanoke 6,563 

Russellville 8,971 

Sylacauga 12,616 

Talladega 15,143 

Troy 13,935 
 

 
The communities selected for the study are located throughout Alabama.  The population of each 
community is between 5,000 and 15,000.  Available social and economic data help make the new model 
more practical, because the existing models were developed for larger communities, or they are outdated 
due to changes in social and economical conditions. 
 
The ADT for the major through routes was obtained from the 1996 Alabama Traffic Flow Map, prepared 
by the Alabama Department of Transportation.  The ADT values for the selected roadways are shown in 
Table 3-2.  All the roads used in this study were either U.S. or State highways (Traffic, 1997).  
Additionally, the number of lanes (NL) on the road at each collection point was recorded, as it will 
influence the traffic characteristics of the respective roadway. 
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Table 3.2 ADT and number of lanes 
 

Urban Area Cordon Station ADT NL 

ALEXANDER CITY AL 22 W 7130 2 

 AL 63 N 8730 2 

 US 280 W 12,510 4 

 AL 22 E 6,100 2 

 AL 63 S 5,940 2 

 US 280 E 12,070 4 

ARAB US 231 N 13060 4 

  AL 69 W 6620 2 

  US 231 S 6720 4 

  AL 69 E 8950 4 

HARTESELLE US 31 N 19790 4 

  AL 36 W 7220 2 

  US 31 S 14410 4 

  AL 36 E 10580 2 

ROANOKE US 431 N 5960 4 

  AL 22 W 3120 2 

  US 431 S 3750 2 

  AL 22 E 3670 2 

RUSSELLVILLE US 43 N 18,130 4 

 AL 24 W 4,200 2 

 US 43 S 11,630 4 

 AL 24 E 8,080 4 

SYLACAUGA US 280 W 17,300 4 

 US 231 S 5,420 2 

 US 280 E 9,410 4 

 AL 148 E 3,700 2 

 AL 21 N 9,570 2 

TALLADEGA AL 77 N 10,610 2 

 AL 21 S 7,280 2 

 AL 77 S 3,700 2 

 AL 22 N 9,990 2 

TROY US 231 N 17,930 4 

 AL 29 S 3,600 2 

 AL 87 S 6,910 2 

 US 231 S 17,630 4 

 AL 29 N 4,480 2 

 
 
The observation points were selected in such a way that internal-internal trips were minimized.  In 
addition, great care was given to position the data collector in an area where the vehicle’s speed are 
minimized, as this helps in viewing the license plates with more clarity through the video screen.  
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3.3 Data Collection and Project Management  
 
The first practical step in the development of the model was the data collection.  Twenty-one students of 
the University of Alabama in Huntsville were hired for this purpose.  Eight video cameras (VHS-C) and 
video cassettes, batteries, and chargers were obtained.  After conducting an initial check and 
experimenting with the functionality of the camera systems, the data collection team was trained to use 
the system.  
 
Scheduling the trips, organizing the data collection team and executing the job in the field were 
challenging as well as fulfilling tasks.  All precautions were taken to avoid inconvenience that may occur 
during the process.  Since the filming of license plates of vehicles may create confusion among the public, 
concerned agencies like the Federal Highway Administration, Alabama Department of Transportation and 
city police officials were informed about the event ahead of time.  Some local newspapers published 
articles about the survey to inform the public.   
 
In each city, the filming of cars started in early morning and lasted until evening, approximately ten hours 
of daytime traffic was recorded by the camcorders.  Each data collector was assigned to a pre-determined 
roadway station.  He or she was in charge of one side of the assigned roadway.  The effect of sun on the 
image was very evident, especially in the east-west direction; the inclined position of the sun at certain 
times caused blur images.   The camera was moved and adjusted to avoid this effect as much as possible.  
Other difficulties faced during the data collection effort were rain and fog. 
 
One person within each study community was appointed as team coordinator.  He or she was in charge of 
meeting with police officials, inspecting all data collection stations on the roadway, providing onsite help 
for personnel, and providing temporary relief for breaks.  Recharging batteries and replacement of faulty 
equipment were some of the problems that needed immediate attention.  Wireless communication was 
useful in keeping team members connected to the coordinator.  The effort of some team members who 
volunteered to write down the number plates manually was of great help, especially when equipment 
failed. 
 
The survey trips were conducted on working days Monday – Thursday, so the regular community traffic 
flow was obtained.  Holidays and Fridays were avoided because people were assumed to be engaged in 
special events on those days.  Overall, the data collection process was smooth and the local communities 
were generally cooperative. 
 
3.4 Data Reduction and Processing 
 
The video license plate images captured at the entry/exit locations were reduced and processed at a lab in 
the Civil and Environmental Engineering Department of the University of Alabama in Huntsville.  Two 
Pentium III 500 MGHZ with 256MB memory were used for this purpose.  A popular computer hardware 
device for capturing video images and video analysis software were used to view license plate data.   

 
The flexibility of the hardware and software allowed data entry personnel to stop the recorded image 
when a vehicle number plate was visible.  With the vehicle image stopped on the screen, the data entry 
personnel were able to step forward and backward viewing every frame (taken at a rate o 30/second) 
making it possible to obtain the best image quality.  The letters and numbers on a license plate were 
entered into a database.  This manual process, as indicated in (Gupta et al., 1996) was time consuming, 
and expensive, however, much less expensive than using automated LPR technology.  
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An average of 6-10 hours was required to view each ninety minute videocassette and record the data in 
the data file.  The time depended heavily on the clarity of the recorded images, the number of lanes at 
each station, and the density of the traffic.  With approximately 10 hours of data collected for all external 
stations in each of the eight cities, the total time to reduce the data was almost 4,000 hours.  
 
Within the database, six fields were created in the design table view.  The first field was an internal 
identification number.  It provided the total number of vehicles passing the station according to their 
sequence of arrival. The second field was the license plate numbers of the vehicles, which was the most 
crucial and essential factor of the entire data collection process. This factor was used to match the trips 
made by vehicles at each station, and calculate the percent of internal-external and external-external trips. 
The third field was a description of the vehicle including the make, color and model. The second and third 
fields were filled manually as text form.  The fourth, fifth and sixth were used to identify vehicle type 
(Car, SUV/ Van/ Pick up, or Truck). All these fields were filled manually through a check box.  
 
Once all the videocassettes were viewed and the license plate data were recorded in the database, the next 
step was to edit and remove obvious errors and combine all data at each station into a single table.  The 
percentages of cars, SUVs/ vans/ pick ups, and commercial trucks were determined based on the check-
box data.  As the ADT obtained was the average from both incoming and outgoing directions at each 
station, the average percentage of trucks, SUVs and cars from both the entering and exiting stations was 
used in this study.  Table 3-3 shows the distribution of vehicles at each location for the three cities.  
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Table 3-3 Percent distribution of vehicle classes 
 

Urban Area Cordon Station Car (%) SUV/Van/Pick-up (%) Truck (%) 

ALEXANDER CITY US 280 W 54.04 33.61 12.35 

 AL 22 W 47.95 42.20 9.81 

 AL 63 S 48.42 41.87 9.70 

 US 280 E 42.63 48.13 9.19 

 AL 22 E 46.53 45.54 7.91 

 AL 63 N 50.86 39.73 9.41 

ARAB US 231 N 49.50 45.90 4.60 

  AL 69 W 47.10 43.40 9.50 

  US 231 S 48.50 45.50 6.00 

  AL 69 E 47.30 45.30 7.40 

HARTESELLE US 31 N 51.10 44.40 4.50 

  AL 36 W 41.80 52.60 5.60 

  US 31 S 46.90 49.00 4.10 

  AL 36 E 45.00 50.20 4.80 

ROANOKE US 431 N 46.00 46.50 7.50 

  AL 22 W 51.50 40.30 8.20 

  US 431 S 50.60 36.60 12.80 

  AL 22 E 42.70 49.80 7.50 

RUSSELLVILLE US 43 N 47.77 46.89 5.33 

 AL 24 W 46.69 47.40 5.91 

 US 43 S 46.18 44.28 9.54 

 AL 24 E 46.31 44.57 9.12 

SYLACAUGA US 280 W 42.51 44.84 12.65 

 US 231 S 50.99 38.91 10.10 

 US 280 E 47.47 43.07 9.46 

 AL 148 E 47.47 42.51 10.02 

 AL 21 N 49.10 43.03 7.87 

TALLADEGA 
 

Due to technical problems in the video taping, the data for Talladega, 
Alabama was rendered unusable for the purposes of this study.  
Therefore, this city was removed from further consideration in the project. 

TROY US 231 N 42.39 40.02 17.59 

 AL 29 S 45.59 43.35 11.05 

 AL 87 S 54.85 38.47 6.68 

 US 231 S 44.51 39.76 15.72 

 AL 29 N 46.92 40.36 12.72 

 
 
The next step in the data processing was to remove all the vehicles with unclear number plates from the 
database, as these vehicles created unwanted errors during the matching process.  For example, if the 
license plate was not visible due to a blurred image, the data entry person might enter ‘BLUR’ in the 
number plate field.  When the software matched tables, this entry was repeated several times, and 
consequently matched a large number of vehicles, which in reality were completely different vehicles.  
For this reason, these unwanted entries were removed from the data table.  This was done by running a 
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query to list the license plates in ascending order, and then manually selecting all the unwanted entries 
and deleting them from the table.  The new edited table was saved with a different table name.  
 
All the edited tables were brought into a single Access database.  Then a query was run to match two 
tables; one of these tables contained incoming vehicles and the other table outgoing vehicles.  Each 
incoming station was matched with all the outgoing stations from the community.  The trips using the 
same roadway were identified as internal-external or external-internal trips; and the trips passing to other 
outgoing stations were identified as external-external trips.  Since the internal-internal trips were out of 
scope of this study, no effort was made to collect these trips.  The percent of trips from each incoming 
route to each outgoing route was calculated by dividing the matching number of vehicles on the incoming 
route and each outgoing route with the total number of matching vehicles from that incoming road to all 
the outgoing roads.  The obtained percentages of trips for the three communities are shown in Tables 3-4 
through 3-10. 
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Table 3-4.  Percent trips between stations (Alexander City)  

     

Urban Area Origin Station Destination Station % Of Vehicles (Yij) Type of Trip 

Alexander City US 280 W US 280 W 40 E-I, I-E 

    AL 22 W 5 E-E 

    AL 63 S 12 E-E 

    US 280 E 37 E-E 

    AL 22 E 2 E-E 

    AL 63 N 4 E-E 

  AL 22 W AL 22 W 65 E-I, I-E 

    AL 63 S 5 E-E 

    US 280 E 10 E-E 

    AL 22 E 3 E-E 

    AL 63 N 3 E-E 

    US 280 W 13 E-E 

  AL 63 S AL 63 S 72 E-I, I-E 

    US 280 E 11 E-E 

    AL 22 E 2 E-E 

    AL 63 N 4 E-E 

    US 280 W 9 E-E 

    AL 22 W 1 E-E 

  US 280 E US 280 E 55 E-I, I-E 

    AL 22 E 1 E-E 

    AL 63 N 3 E-E 

    US 280 W 25 E-E 

    AL 22 W 3 E-E 

    AL 63 S 14 E-E 

  AL 22 E AL 22 E 33 E-I, I-E 

    AL 63 N 13 E-E 

    US 280 W 14 E-E 

    AL 22 W 3 E-E 

    AL 63 S 14 E-E 

    US 280 E 23 E-E 

  AL 63 N AL 63 N 6 E-I, I-E 

    US 280 W 11 E-E 

    AL 22 W 0 E-E 

    AL 63 S 28 E-E 

    US 280 E 28 E-E 

    AL 22 E 28 E-E 
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Table 3-5.  Percent trips between stations (Arab) 
  

Urban Area Origin Station Destination Station % Of Vehicles(Yij) Type of Trip 

Arab US 231 N US 231 N 62 E-I, I-E 

   AL 69 W 9 E-E 

   US 231 S 16 E-E 

   AL 69 E 13 E-E 

  AL 69 W AL 69 W 48 E-I, I-E 

   US 231 S 11 E-E 

   AL 69 E 25 E-E 

   US 231 N 16 E-E 

  US 231 S US 231 S 47 E-I, I-E 

   AL 69 E 15 E-E 

   US 231 N 30 E-E 

   AL 69 W 8 E-E 

  AL 69 E AL 69 E 63 E-I, I-E 

   US 231 N 17 E-E 

   AL 69 W 11 E-E 

   US 231 S 9 E-E 

 
 

Table 3-6  Percent trips between stations (Hartselle) 
 

Urban Area Origin Station Destination Station % Of Vehicles(Yij) Type of Trip 

Hartselle US 31 N US 31 N 27 E-I, I-E 

   AL 36 W 12 E-E 

   US 31 S 38 E-E 

   AL 36 E 23 E-E 

  AL 36 W AL 36 W 42 E-I, I-E 

   US 31 S 20 E-E 

   AL 36 E 30 E-E 

   US 31 N 8 E-E 

  US 31 S US 31 S 65 E-I, I-E 

   AL 36 E 13 E-E 

   US 31 N 15 E-E 

   AL 36 W 7 E-E 

  AL 36 E AL 36 E 75 E-I, I-E 

   US 31 N 5 E-E 

   AL 36 W 9 E-E 

   US 31 S 11 E-E 
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Table 3-7  Percent trips between stations (Roanoke) 
 

Urban Area Origin Station Destination Station % Of Vehicles (Yij) Type of Trip 

Roanoke US 431 N US 431 N 77 E-I, I-E 

   AL 22 W 7 E-E 

   US 431 S 11 E-E 

   AL 22 E 5 E-E 

  AL 22 W AL 22 W 70 E-I, I-E 

   US 431 S 5 E-E 

   AL 22 E 5 E-E 

   US 431 N 20 E-E 

  US 431 S US 431 S 43 E-I, I-E 

   AL 22 E 5 E-E 

   US 431 N 46 E-E 

   AL 22 W 7 E-E 

  AL 22 E AL 22 E 62 E-I, I-E 

   US 431 N 24 E-E 

   AL 22 W 8 E-E 

   US 431 S 6 E-E 

 
 

Table 3-8  Percent trips between stations (Russellville)  
 

Urban Area Origin Station Destination Station % Of Vehicles(Yij) Type of Trip 

Russellville US 43 N US 43 N 67 E-I, I-E 

   AL 24 W 14 E-E 

   US 43 S 4 E-E 

   AL 24 E 14 E-E 

  AL 24 W AL 24 W 65 E-I, I-E 

   US 43 S 1 E-E 

   AL 24 E 22 E-E 

   US 43 N 12 E-E 

  US 43 S US 43 S 57 E-I, I-E 

   AL 24 E 2 E-E 

   US 43 N 7 E-E 

   AL 24 W 35 E-E 

  AL 24 E AL 24 E 64 E-I, I-E 

   US 43 N 17 E-E 

   AL 24 W 14 E-E 

   US 43 S 5 E-E 
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Table 3-9  Percent trips between stations (Sylacauga)  
 

Urban Area Origin Station Destination Station % Of Vehicles (Yij) Type of Trip 

Sylacauga US 280 W US 280 W 49 E-I, I-E 

   US 231 S 25 E-E 

   US 280 E 8 E-E 

   AL 148 E 4 E-E 

   AL 21 N 14 E-E 

  US 231 S US 231 S 71 E-I, I-E 

   US 280 E 2 E-E 

   AL 148 E 1 E-E 

   AL 21 N 15 E-E 

   US 280 W 11 E-E 

  US 280 E US 280 E Insufficient Data E-I, I-E 

   AL 148 E Insufficient Data E-E 

   AL 21 N Insufficient Data E-E 

   US 280 W Insufficient Data E-E 

   US 231 S Insufficient Data E-E 

  AL 148 E AL 148 E 69 E-I, I-E 

   AL 21 N 15 E-E 

   US 280 W 8 E-E 

   US 231 S 7 E-E 

   US 280 E 1 E-E 

  AL 21 N AL 21 N 72 E-I, I-E 

   US 280 W 5 E-E 

   US 231 S 16 E-E 

   US 280 E 1 E-E 

   AL 148 E 6 E-E 
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Table 3-10  Percent trips between stations (Troy)  
 

Urban Area Origin Station Destination Station % Of Vehicles (Yij) Type of Trip 

Troy US 231 N US 231 N 36 E-I, I-E 

   AL 29 S 14 E-E 

   AL 87 S 29 E-E 

   US 231 S 21 E-E 

   AL 29 N 0 E-E 

  AL 29 S AL 29 S 83 E-I, I-E 

   AL 87 S 9 E-E 

   US 231 S 4 E-E 

   AL 29 N 2 E-E 

   US 231 N 2 E-E 

  AL 87 S AL 87 S 84 E-I, I-E 

   US 231 S 3 E-E 

   AL 29 N 2 E-E 

   US 231 N 6 E-E 

   AL 29 S 5 E-E 

  US 231 S US 231 S 54 E-I, I-E 

   AL 29 N 3 E-E 

   US 231 N 3 E-E 

   AL 29 S 17 E-E 

   AL 87 S 24 E-E 

  AL 29 N AL 29 N 75 E-I, I-E 

   US 231 N 2 E-E 

   AL 29 S 8 E-E 

   AL 87 S 11 E-E 

   US 231 S 4 E-E 

 
The problems faced during data processing were many; the most relevant was human error.  Especially 
when reading and recording data, the accuracy depended heavily on how each individual perceived the 
vehicle.  Even though data entry personnel were given specific instructions, the diversity of human 
perception had an impact on the obtained data.  For example, a vehicle might be recorded as a maroon 
car, with tag number 52B478C.  Another person may have seen it as a red car with tag number 528478C 
or 52B4780.  Because of this, only the most legible data were used.  
 
In addition, it was decided not to consider the description field for the matching process, because it had 
high variation.  The situation was completely different when it came to the few places where the license 
plate numbers were written manually.  In those cases, the output was comparatively better, but it could 
only be applied on routes with lower speeds and volumes. 
 
3.5 Summary of the Methodology 
 
The methodology to collect and develop data for the case study cities was presented in this chapter.  The 
next chapter uses the data to develop a new prediction model.  The validation of the model is examined in 
a later chapter.  For this study, two communities located at different regions of Alabama, were selected 
for the model development; the other communities were used for model validation. 
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CHAPTER FOUR 
STATISTICAL ANALYSIS AND MODEL DEVELOPMENT 

 
The development of a model to predict through trips for small urban communities could be dependent on 
several variables.  The external survey conducted using camcorders provided information on trip 
interchanges.  Apart from the trip origin/destination, a number of other variables were used to model the 
external travel.  The model development was conducted in three stages: first, a model was developed to 
estimate through trips at external stations; second, a model was developed to distribute the through trips 
between stations; and third, a combined model was developed to predict the percentage of trips from one 
station to another, whether it was internal-external or external-external. 
 
Since this study focused on small communities, and the roadways passing through such communities 
were either U.S. or state highways, functional class was not considered an important variable to include in 
the study, deviating from previous studies where functional class was of high importance.  However, all 
of the routes were either two-lane or four-lane highways, which was considered an important variable to 
consider.  As the number of lanes increased, the traffic movement increased on that road and it usually 
acted as a corridor for the community to the outside world.  There was also an observed increase in the 
flow of traffic on highways which connected the community to neighboring major attraction points.  
These attraction points were identified as large businesses, major cities or transportation facilities.  
 
Before beginning the statistical analysis section, a brief description is given of the potential predictors or 
model variables.  Variables were identified by reviewing previous studies, and incorporating existing 
roadway and socio-economic characteristics.  In addition, the location of concerned communities and its 
accessibility to nearby major cities or expressways was also taken into consideration. 
 
4.1 Initial Predictors 
 
The initial predictors for three models are mentioned in the following three sections. 
 
4.1.1 Estimation of Through Trips at External Stations 
 
Previous research efforts have shown that the following variables influence through-trip percent.  
 

• Average Daily Traffic (ADTi) at the external station i.    
• Population (POP) of the study community. 
• Percentage of trucks (PTi) at the external station i. 
• Percentage of SUVs, Vans and Pickups (PSVPi) at the external station i. 

 
During the community review, two additional predictors were added that were assumed to influence the 
through-trip pattern. 
 

• A nearby major city or expressway (NMCi) acted as a 
major point of attraction. It was observed that the roads connecting these attraction points acted as 
the corridor from the community to the outside world.  The previously developed models were 
not able to address this factor as they generally focused on trips in a single larger community.  
This could be one of the reasons why those models could not be implemented effectively for   
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• small communities.  For this classification, the value of the functional 
variable will be either 0 or 1, depending on whether a nearby attraction exists. 
• Number of lanes (NLi) of the cordon of the external station i. 

 
4.1.2 Distribution of Through Trips Between Stations 
 
From the previous research, the following predictors were identified to have an influence on the distribution of through 
trips between stations. 
 

• Percentage of through trips (Yj) ends at destination station j. 
• Population (POP) of the study community. 
• Route continuity (RTECONij) between stations i and j: 1 = Yes, 0 = No. 
• The Average Daily Traffic (ADTj) at the destination station. 
• The ratios of the ADT at the destination station to the sum of ADT at all destination  stations 
combined (ADTj  /∑ ADTj). 

 
From the community review, three more potential predictors were identified that potentially influenced the distribution of 
through trips between stations. 
 

• Nearby major city or expressway (NMCj) towards the destination station j. 
• Number of lines (NLj) at the destination station cordon. 
• Percentage of trucks (PTj) at the destination station j.   

 
4.1.3 Single Model for Percent Trips Between Two Stations 
 
The predictors consist of the major predictors from the other two models and one additional factor that differentiate the 
external-internal trips from the through trips. 
 

• Average daily traffic at the origin station (ADTi) and destination station (ADTj). 
• Number of lanes at the origin station (NLi) and destination station (NLj). 
• Nearby major city at origin station (NMCi) or destination station (NMCj). 
• Percent of trucks at origin (PTi) and destination (PTj). 
• Route continuity from the origin station to the destination station (RTECONij). 
• Internal-External or External-Internal factor (IEF), if the vehicles were coming back on  the same road. 
1 = Yes, 0 = No. 

 
4.2 Model to Estimate Through Trips at External Stations 
 
Two cities, Arab and Roanoke, were used for model development.  The values of all variables were collected (See Table 
4-1) and statistical software was used to run the regression analysis.  A stepwise regression analysis was conducted and 
the insignificant predictors were eliminated (See Figure 4-1). 
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Table 4-1 Predictors for Arab and Roanoke 

 
Arab               

Station Yi NLi ADTi PTi PSVPi POP NMCi 

US 231 N 38 4 13060 4.6 45.9 7174 1 

AL 69 W 52 2 6620 9.5 43.5 7174 0 

US 231 S 53 4 6720 6 45.5 7174 0 

AL 69 E 37 4 8950 7.4 45.3 7174 1 

Roanoke               

US 431N 23 4 5960 7.5 46.5 6563 1 

AL 22W 30 2 3120 8.2 40.3 6563 0 

US 431S 58 2 3750 12.8 36.7 6563 0 

AL 22 E 38 2 3670 7.5 49.8 6563 0 

 
 

Alpha-to-Enter: 0.15  Alpha-to-Remove: 0.15 
 
Response is    Yi    on  6 predictors, with N =    8 
 
Step          1        2        3 
Constant     -55.63   -77.78   -29.05 
 
NLi              8.7      8.0      7.4 
T-Value        2.71     3.73     2.72 
P-Value       0.225    0.065    0.072 
 
ADTi        0.00471  0.00416  0.00382 
T-Value        3.08     6.72     5.08 
P-Value       0.200    0.021    0.015 
 
PTi            5.94     5.72     4.46 
T-Value        4.13     5.55     4.84 
P-Value       0.151    0.031    0.017 
 
PSVPi          0.87     0.80 
T-Value        1.38     1.71 
P-Value       0.400    0.229 
 
POP          -0.005 
T-Value       -0.42 
P-Value       0.746 
 
NMCi          -36.8    -34.3    -32.5 
T-Value       -4.60    -8.30    -6.35 
P-Value       0.136    0.014    0.008 
 
S              4.09     3.14     4.02 
R-Sq          98.38    98.10    95.31 
R-Sq(adj)     88.69    93.34    89.06 
C-p             7.0      5.2      4.9 

 
Figure 4-1 Stepwise regression analysis 

 
 

Stepwise regression selected four variables as shown in step 3; they were used for the final regression 
analysis.  The variables were ADTi, PTi, NMCi and NL.  Multiple linear regression analysis was 
conducted with these four variables.  The final regression model equation is given in Equation 4.1.   
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  Yi = -29.1 + 7.40 NLi + 0.00382 ADTi + 4.46 PTi - 32.5 NMCi                                (Eq. 4-1) 
 
The coefficient of determination R-Sq and R-Sq(adj) were close to 1, which means that most of the 
variability in Yi can be explained by the regression model; also the overall P-value was significant (P < 
0.05).  Since the sample size was small and the PRESS statistic was not available, there was a possibility 
that the model might not be good.  A residual analysis was conducted to check the model adequacy, and 
the residual plots are given in Appendix A-1.  The regression values are shown in Figure 4-3. 
 
 

The regression equation is 
Yi = - 29.1 + 7.40 NLi + 0.00382 ADTi + 4.46 PTi - 32.5 NMCi 
 
Predictor        Coef     SE Coef          T        P 
Constant       -29.05       13.77      -2.11    0.125 
NL              7.403       2.720       2.72    0.072 
ADTi        0.0038242   0.0007525       5.08    0.015 
PTi            4.4570      0.9200       4.84    0.017 
NMCi          -32.518       5.121      -6.35    0.008 
 
S = 4.017              R-Sq = 95.3%         R-Sq(adj) = 89.1% 
PRESS = *              R-Sq(pred) =    *% 
 
Analysis of Variance 
 
Source            DF          SS          MS         F        P 
Regression         4      984.46      246.11     15.25    0.025 
Residual Error     3       48.42       16.14 
Total              7     1032.88 
 
Source       DF      Seq SS 
NLi           1       91.12 
ADTi          1       47.13 
PTi           1      195.49 
NMCi          1      650.71 
 
Unusual Observations 
Obs        NLi         Yi         Fit      SE Fit    Residual    St Resid 
  3       4.00      53.00       53.00        4.02        0.00           * X 
 
X denotes an observation whose X value gives it large influence. 

 
Figure 4-2  Regression analysis results 

 
The major assumption in the regression analysis was that the errors were normally distributed.  Figure A-
3 given in the appendix, shows the normal probability plot of the residuals.  It can be observed that the 
residuals are almost normally distributed, as the points lie approximately on a straight line.  Figure A.2 
shows the residuals were contained in a horizontal band, so there was no obvious defect; which means 
that the errors are uncorrelated and randomly distributed.  This means the statistical assumptions were not 
violated.  The confidence interval on regression coefficients was determined to measure the overall 
quality of the regression equation.  It was found that the width of the confidence interval was large 
(Figure 4-3), which means there was a large amount of uncertainty in the predicted model coefficients.  
Therefore, for practical purposes, a planner should be cautious while using this model.  In addition, there 
is a need to refine the model by using a larger sample size.  
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Predictor        Coef     SE Coef           95.0%  Coef CI  
Constant       -29.05       13.77      ( -60.315718,   2.215718) 
NLi             7.403       2.720      (   2.695400,  12.110599) 
ADTi        0.0038242   0.0007525      (   0.002363,   0.005265) 
PTi            4.4570      0.9200      (    1.35354,   7.560455) 
NMCi          -32.518       5.121      (  -41.67217, -23.363829) 

 
Figure 4-3  Confidence intervals on coefficients 

 
 
Among the four variables, number of lanes and nearby major city/ expressway were novel for this model.  
From Equation 4-1, it can be seen that the percent of through trips increased positively with the number of 
lanes, average daily traffic and the percent of trucks, implying these factors have a positive impact on 
through trips.  The negative influence of the nearby major city/ expressway can be attributed to the higher 
percentage of internal-external trips in that direction, dramatically reducing the percentage of through 
trips.  
 
4.3 Model for Distribution of Through Trips Between Stations 
 
A statistical regression analysis was run on the cities to develop a model to predict through-trip 
distribution. The values of all the variables are given in Table 4-2 stepwise regression analysis was 
conducted and the insignificant predictors were eliminated.   
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Table 4-2  Observed data  
 

ARAB                     

Origin Destination Yij Yj POP NMCj RTECONij ADTj/∑ADTj ADTj NLj PTj 

US231 N AL69 W 9 52 7174 0 0 0.30 6620 2 9.5 

  US231 S 16 53 7174 0 1 0.30 6720 4 6 

  AL69 E 13 37 7174 1 0 0.40 8950 2 7.4 

AL69 W US231 S 11 53 7174 0 0 0.23 6720 4 6 

  AL69 E 25 37 7174 1 0 0.31 8950 2 7.4 

  US231 N 16 38 7174 1 0 0.45 13060 4 4.6 

US231 S AL69 E 15 37 7174 1 0 0.31 8950 4 7.4 

  US231 N 30 38 7174 1 1 0.46 13060 4 4.6 

  AL69 W 8 52 7174 0 0 0.23 6620 4 9.5 

AL69 E US231 N 17 38 7174 1 0 0.49 13060 4 4.6 

  AL69 W 11 52 7174 0 0 0.25 6620 4 9.5 

  US231 S 9 53 7174 0 0 0.25 6720 4 6 

Roanoke           

Origin Destination Yij Yj POP NMCj RTECONij ADTj/∑ADTj ADTj NLj PTj 

US431 N AL22 W 7 30 6563 0 0 0.30 3120 2 8.2 

  US431 S 11 58 6563 0 1 0.36 3750 2 12.8 

  AL22 E 5 38 6563 0 0 0.35 3670 2 7.5 

AL22 W US431 S 5 58 6563 0 0 0.28 3750 2 12.8 

  AL22 E 5 38 6563 0 1 0.27 3670 2 7.5 

  US431 N 20 33 6563 1 0 0.45 5960 4 7.5 

`US431 S AL22 E 5 38 6563 0 0 0.29 3670 2 7.5 

  US431 N 46 33 6563 1 1 0.47 5960 4 7.5 

  AL22 W 7 30 6563 0 0 0.24 3120 2 8.2 

AL22 E US431 N 24 33 6563 1 0 0.46 5960 4 7.5 

  AL22 W 8 30 6563 0 1 0.24 3120 2 8.2 

  US431 S 6 58 6563 0 0 0.29 3750 2 12.8 

 
 
Stepwise regression analysis selected four variables as shown in step 5; they were used for the final 
regression analysis (see Figure 4-4).  They were NMCj, RTECONij, ADTj and NLj.  Here step 6 was 
avoided to include a significant predictor from the traffic-engineering point of view, ADTj, so there will 
be at least one variable which represents the roadway traffic. 
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  Alpha-to-Enter: 0.15  Alpha-to-Remove: 0.15 
 
 Response is   Yij    on  8 predictors, with N =   24 
 
 
    Step          1        2        3        4        5        6 
Constant   -78.3843 -75.9700 -81.0619 -28.8721   1.9736   0.3151 
 
Yj             0.02     0.04                                     
T-Value        0.08     0.27                                     
P-Value       0.934    0.792                                     
 
POP          0.0113   0.0110   0.0120   0.0050                   
T-Value        0.96     1.01     1.19     0.67                   
P-Value       0.354    0.328    0.250    0.510                   
 
NMCj           16.3     16.6     15.8     17.9     16.0     13.2 
T-Value        2.37     2.97     3.43     4.29     5.12     5.25 
P-Value       0.032    0.009    0.003    0.000    0.000    0.000 
 
RTECONij        8.1      8.1      8.1      8.4      7.9      8.2 
T-Value        2.90     3.01     3.08     3.23     3.21     3.25 
P-Value       0.011    0.008    0.007    0.005    0.005    0.004 
 
ADTj/(Su         30       29       31                            
T-Value        0.85     0.88     1.02                            
P-Value       0.409    0.392    0.320                            
 
ADTj       -0.00202 -0.00205 -0.00210 -0.00134 -0.00080          
T-Value       -1.49    -1.62    -1.72    -1.38    -1.47          
P-Value       0.156    0.124    0.104    0.186    0.159          
 
NLj             2.6      2.6      2.6      2.8      3.0      2.1 
T-Value        1.54     1.80     1.89     2.08     2.27     1.76 
P-Value       0.144    0.090    0.076    0.052    0.035    0.094 
 
PTj             0.1                                              
T-Value        0.08                                              
P-Value       0.936                                              
 
S              5.61     5.43     5.28     5.29     5.21     5.36 
R-Sq          78.45    78.44    78.35    77.01    76.43    73.76 
R-Sq(adj)     66.96    69.01    70.71    70.62    71.47    69.83 
C-p             9.0      7.0      5.1      4.0      2.4      2.3 

 
Figure 4.4  Stepwise regression analysis 

 
 

The regression analysis was conducted once again with the four selected predictors.  The final regression 
model equation is given in Equation 4-2.  A residual analysis was also conducted to check adequacy of 
the model, and the residual plots are given in Appendix A-2.  The coefficients of determination R-Sq and 
R-Sq(adj) were within acceptable range, and the overall P-value was very significant (P  <  0.05).  The 
regression values are shown in Figure 4-5. 
 
 
  Yij = 1.97 +16.0 NMCj +2.98 NLj +7.93 RTECONij –0.000803 ADTj               (Eq. 4-2) 
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The regression equation is 
Yij = 1.97 + 16.0 NMCj + 2.98 NLj + 7.93 RTECONij -0.000803 ADTj 
 
Predictor        Coef     SE Coef          T        P 
Constant        1.974       3.647       0.54    0.595 
NMCj           16.043       3.132       5.12    0.000 
NLj             2.980       1.312       2.27    0.035 
RTECONij        7.926       2.469       3.21    0.005 
ADTj       -0.0008029   0.0005474      -1.47    0.159 
 
S = 5.211              R-Sq = 76.4%         R-Sq(adj) = 71.5% 
PRESS = 1029.42        R-Sq(pred) = 52.97% 
 
Analysis of Variance 
 
Source            DF          SS          MS         F        P 
Regression         4     1673.05      418.26     15.40    0.000 
Residual Error    19      515.91       27.15 
Total             23     2188.96 
 
Source       DF      Seq SS 
NMCj          1     1213.67 
NLj           1       97.01 
RTECONij      1      303.95 
ADTj          1       58.42 
 
Unusual Observations 
Obs       NMCj        Yij         Fit      SE Fit    Residual    St Resid 
 20       1.00      46.00       33.08        3.26       12.92        3.18R  
 
R denotes an observation with a large standardized residual 

 
Figure 4.5  Regression analysis value 

 
Figure A.6, in the appendix, shows the normal probability plot of the residuals.  It was observed that the 
residuals were normally distributed, as the points were approximately on a straight line.  Figure A-5 
supports that the residuals were randomly distributed with the fitted value of  Yij.  So the regression 
analysis assumptions that the residuals are normally distributed and the errors are uncorrelated were 
accepted, and the developed model was considered as statistically adequate.  The P-value for three 
variables was less than 0.05, and the overall P-value was significant (P < 0.001).  In this regression 
model, the Prediction Error Sum of Squares (PRESS Statistic) was used to measure the model quality.   
 
Figure 4-5 contains the squared PRESS residuals, and PRESS statistics.  The value of the PRESS = 
1029.42 is nearly twice as large as the residual sum of squares for this model, SSRes = 515.91.  This 
indicates that the model may show a large variation in predicting future values; at the same time the R-
Sq(pred) value of 52.97% makes the validity of the model within acceptable limits.   
 
This model shows a significant relationship between the roadway characteristics and the percent of trips 
(Yij).  Among the four variables, the number of lanes (NLj) and near by major city  (NMCj) were the only 
new factors.  The ADTj and RTECONij found in the previously published models were found significant 
for the new model also.  From Equation 4-2, it can be seen that the percent of trips is positively increasing 
with the number of lanes, existence of any nearby cities or expressways, and route continuity from station 
i to station j.  This is consistent with the reality of traffic flow, observed during the course of this study.     
 
4.4. Single Model to Predict Percent of Trips Between Two Stations 
 
This model was developed to predict the percent of trips between any two stations in the community.  The 
idea behind this model was to combine both the through-trip percent estimation model and the trip 



 

 

 

31

distribution model into a single equation.  This would reduce the number of steps that exist in all 
previously developed models.  The same two cities, Arab and Roanoke, were considered for this model 
development.  The values of all the variables are given in Table 4-3.  Since the number of samples was 
larger, it was possible that the model would be universal.  A stepwise regression analysis was conducted 
to find the most significant variables (see Figure 4-6), and five variables were selected for the model: 
NMCi, RTECONij, ADTj, NLj and IEF.  In the stepwise regression, it was observed that the statistical 
software removed all the variables which were not significant or were highly correlated with the selected 
variables.   
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Table 4-3  Observed data  
 

Arab                           

Origin Destination Yij ADTi ADTj POP NLi NLj NMCi NMCj PTi PTj RTECONij IEF

US 231 N US 231 N 62 13060 13060 7174 4 4 1 1 4.6 4.6 0 1 

  AL 69 W 9 13060 6620 7174 2 2 1 0 4.6 9.5 0 0 

  US 231 S 16 13060 6720 7174 4 4 1 0 4.6 6 1 0 

  AL 69 E 13 13060 8950 7174 4 2 1 1 4.6 7.4 0 0 

AL 69 W AL 69 W 48 6620 6620 7174 2 2 0 0 9.5 9.5 0 1 

  US 231 S 11 6620 6720 7174 4 4 0 0 9.5 6 0 0 

  AL 69 E 25 6620 8950 7174 4 2 0 1 9.5 7.4 0 0 

  US 231 N 16 6620 13060 7174 4 4 0 1 9.5 4.6 0 0 

US 231 S US 231 S 47 6720 6720 7174 4 4 0 0 6 6 0 1 

  AL 69 E 15 6720 8950 7174 4 4 0 1 6 7.4 0 0 

  US 231 N 30 6720 13060 7174 4 4 0 1 6 4.6 1 0 

  AL 69 W 8 6720 6620 7174 2 4 0 0 6 9.5 0 0 

AL 69 E AL 69 E 63 8950 8950 7174 4 4 1 1 7.4 7.4 0 1 

  US 231 N 17 8950 13060 7174 4 4 1 1 7.4 4.6 0 0 

  AL 69 W 11 8950 6620 7174 2 4 1 0 7.4 9.5 0 0 

  US 231 S 9 8950 6720 7174 4 4 1 0 7.4 6 0 0 

Roanoke              

Origin Destination Yij ADTi ADTj POP NLi NLj NMCi NMCj PTi PTj RTECONij IEF

US 431 N US 431 N 77 5960 5960 6563 4 4 1 1 7.5 7.5 0 1 

  AL 22 W 7 5960 3120 6563 4 2 1 0 7.5 8.2 0 0 

  US 431 S 11 5960 3750 6563 4 2 1 0 7.5 13 1 0 

  AL 22 E 5 5960 3670 6563 4 2 1 0 7.5 7.5 0 0 

AL 22 W AL 22 W 70 3120 3120 6563 2 2 0 0 8.2 8.2 0 1 

  US 431 S 5 3120 3750 6563 2 2 0 0 8.2 13 0 0 

  AL 22 E 5 3120 3670 6563 2 2 0 0 8.2 7.5 1 0 

US 431 S US 431 S 43 3750 3750 6563 2 2 0 0 13 13 0 1 

  AL 22 E 5 3750 3670 6563 2 2 0 0 13 7.5 0 0 

  US 431 N 46 3750 5960 6563 2 4 0 1 13 7.5 1 0 

US 431 S US 431 S 43 3750 3750 6563 2 2 0 0 13 13 0 1 

  AL 22 W 7 3750 3120 6563 2 2 0 0 13 8.2 0 0 

AL 22 E AL 22 E 62 3670 3670 6563 2 2 0 0 7.5 7.5 0 1 

  US 431 N 24 3670 5960 6563 2 4 0 1 7.5 7.5 0 0 

  AL 22 W 8 3670 3120 6563 2 2 0 0 7.5 8.2 1 0 

  US 431 S 6 3670 3750 6563 2 2 0 0 7.5 13 0 0 
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  Alpha-to-Enter: 0.15  Alpha-to-Remove: 0.15 
 
 Response is   Yij    on 11 predictors, with N =   32 
 
 
    Step          1        2        3        4        5 
Constant     13.708    8.327    6.145   10.307    5.984 
 
IEF            45.3     45.3     47.4     47.3     47.2 
T-Value       10.76    14.73    16.15    16.53    17.00 
P-Value       0.000    0.000    0.000    0.000    0.000 
 
NMCj                    14.3     14.6     18.5     17.7 
T-Value                 5.22     5.80     5.28     5.16 
P-Value                0.000    0.000    0.000    0.000 
 
RTECONij                          8.3      8.0      7.8 
T-Value                          2.55     2.52     2.51 
P-Value                         0.016    0.018    0.019 
 
ADTj                                  -0.00086 -0.00125 
T-Value                                  -1.56    -2.13 
P-Value                                  0.131    0.042 
 
NLj                                                 2.4 
T-Value                                            1.63 
P-Value                                           0.115 
 
S              10.3     7.53     6.90     6.73     6.54 
R-Sq          79.42    89.39    91.39    92.10    92.83 
R-Sq(adj)     78.74    88.66    90.47    90.93    91.45 
C-p            34.4      6.2      2.1      2.0      1.7 

 
Figure 4-6 Stepwise regression analysis 

 
 
Multiple regression analysis was conducted with the remaining five predictors.  The equation obtained for 
estimation of the percentage of trips from station i to station j is shown in Equation 4-3.  The coefficients 
of determination R-Sq and R-Sq(adj) were very close to 1, and the overall P-value was very significant (P  
<  0.001). The regression values are shown in Figure 4-7. 
 
 Yij = 5.98 - 0.00125 ADTj + 2.42 NLj + 17.7 NMCj + 7.76 RTECONij + 47.2 IEF           (Eq. 4-3) 
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The regression equation is 
Yij = 5.98 - 0.00125 ADTj + 2.42 NLj + 17.7 NMCj + 7.76 RTECONij + 47.2 IEF 
 
Predictor        Coef     SE Coef          T        P 
Constant        5.984       4.124       1.45    0.159 
ADTj       -0.0012508   0.0005862      -2.13    0.042 
NLj             2.415       1.482       1.63    0.115 
NMCj           17.720       3.436       5.16    0.000 
RTECONij        7.760       3.094       2.51    0.019 
I-E            47.232       2.778      17.00    0.000 
 
S = 6.536              R-Sq = 92.8%         R-Sq(adj) = 91.5% 
PRESS = 1793.47        R-Sq(pred) = 88.43% 
 
Analysis of Variance 
 
Source            DF          SS          MS         F        P 
Regression         5     14386.1      2877.2     67.34    0.000 
Residual Error    26      1110.8        42.7 
Total             31     15497.0 
 
Source       DF      Seq SS 
ADTj          1       398.2 
NLj           1       272.1 
NMCj          1      1139.0 
RTECONij      1       229.1 
IEF           1     12347.7 
 
Unusual Observations 
Obs       ADTj        Yij         Fit      SE Fit    Residual    St Resid 
 21       3120      70.00       54.14        2.68       15.86        2.66R  
 27       5960      46.00       33.67        3.72       12.33        2.29R  
R denotes an observation with a large standardized residual 

 
Figure 4.7  Regression analysis  

 
 
Figure A-9, given in the appendix, shows the normal probability plot of the residuals.  It was observed 
that the residuals were normally distributed, as the points were close to a straight line.  In addition, Figure 
A-8 shows that the residuals were randomly distributed with the fitted values.  Therefore, the regression 
analysis assumptions that the residuals were normally distributed and errors were uncorrelated were 
accepted and the developed model was considered as statistically adequate.  The R-Sq (adj) value (91.5 
percent) is very close to the R-Sq value (92.8 percent).  For this model the value of the PRESS = 1793.47 
is only one and a half times as large as the residual sum of squares, SSRes = 1110.8.  By looking at the R-
Sq(predic) value of (88.43 percent), it was clear that the model will be good in predicting future values.  
This means that its performance in predicting new data is better than the models developed in the 
previous sections.   
 
The roadway characteristics and the average daily traffic show a significant relationship to the percentage 
of trips (Yij).  The main aspect of this equation was that all the predicting factors were related to the 
destination station j.  The route continuity was the only variable which seemed to have a minor 
connection to the origin station.  The three variables NMCj, RTECONij and IEF were either 1 or 0.  This 
equation was similar to the trip distribution model given in Equation 4-2 except for the IEF factor, the 
coefficient of which had a significant impact on the overall percent of trips. 
 
4.5 Summary of Model Development 
 
This chapter presented models developed to predict through trips at external stations and distribution of 
through trips between stations, and the single model to predict the percent of trips between two stations.  
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All three models show reasonable coefficients of determination and P-values.  The residual plots for all 
three models were used to support their level of statistical validity, and the models were tested for their 
performance in predicting new data.  The newly developed models were validated to a community other 
than the communities used for the calibration. The next chapter deals with validation of the model using 
the other case study cities.  
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CHAPTER FIVE 
MODEL VALIDATION AND RESULTS 

 
The models developed in the previous chapter were tested to evaluate the predictive capability to estimate 
the external trips in other Alabama communities.  Two communities, Arab and Roanoke, were used for 
model development.  A third community, Hartselle, was used to validate all three models developed and 
the other communities were used to validate the final inclusive model.  The estimated values obtained 
from the new models were also compared with the estimated values of respective models published in the 
Transportation Research Record (TRR) and NCHRP manual.  This showed the merits and demerits, if 
any, of the new model in comparison to the previous models. 
 
Before proceeding with the validation procedure for all three models, a brief understanding of the 
validation community, Hartselle, is useful.  There are two major roadways passing through the 
community, one having two lanes and the other four lanes.  Heavy traffic was observed on the four-lane 
highway, which connects the community to a nearby major city in the north.  During the data collection 
process, there was a difficulty in capturing the license plates of all cars on both lanes, so emphasis was 
given to recording one lane clearly and recording the second lane as clearly as possible, while giving 
preference to the other lane.  During the data reduction process, vehicles license plates with insufficient 
information where removed from the database.  The non-intrusive data collection methodology was 
capable of recording the data with 80 percent to 90 percent accuracy for two lane roadways.  Similar 
results were observed for four lanes roadways, when considering the two lanes of traffic given the 
emphasis during the data collection. 
 
5.1 Validation of Percent Through Trip Model 
 
The newly developed equation for percentage of through trips (TT) is shown as Equation 5-1.  The 
previously published equations for percentage of through trips are taken from the Transportation Research 
Record (TRR) are shown in Equation 5-2, and the NCHRP Manual equations are shown in Equation 5-3.  
The average daily traffic and percentage of trucks were common for all three models.  Urban population 
was common with both the TRR and NCHRP models.  The TRR equation was developed to find the 
percentage of through-trip ends at an external station; it was specifically developed for small urban 
communities.  Roadway functional classification and percentage of pick-ups and vans were unique for the 
NCHRP model.  The NCHRP model contained more variables because it was developed to find 
percentage through-trips at external stations, regardless of whether it is a large or small community (see 
Section 2.1.2).  The novelty of the new model was that it found NLi and NMCi as new variables that can 
define the traffic pattern more precisely than the traditionally used variables.  
 

 
(Eq. 5-1) 

 
 

 
                                    (Eq. 5-2) 

 
 

(Eq. 5-3)                           

Yi = -29.1 + 7.40 x NLi+ 0.00382 x ADTi + 4.46 x PTi - 32.5 x NMCi 

Yi = 76.76 + 11.22 x I – 25.74 x PA – 042.18 x MA + 0.00012 x ADTi  
+ 0.59 x PTKS- 0.48 x PPSi  - 0.000417 x POP 

Yi = 9.29 - 0.00031x UP + 0.0026 x ADT+1.48 x TRK 



 

 

 

37

where UP = Urban population, TRK and PTKSi = percent of trucks excluding pick-ups and vans and PPSi 
= percent of vans and pick-ups (Modlin, 1982).  The values of the variables for Hartselle are listed in 
Table 5-1. 

 
Table 5-1 Observed Hartselle data 

 
Hartselle 

Origin Station Yi NL ADTi PTi PSVPi POP NMCi 

US 31 N 73 4 19790 4.4 44.4 12019 1 

AL 36 W 58 2 7220 5.6 52.6 12019 0 

US 31 S 35 4 14410 4.1 49 12019 0 

AL 36 E 25 2 10580 4.8 50.2 12019 1 

 
 
By using all three models, the values of the percent through trips were estimated and matched with 
observed values of percent through trips (Yi).  The percent through trips were represented by Yi (TT) for 
the new model, and Yi (TRR) and Yi(NCHRP) for the models published in TRR and NCHRP manuals, 
respectively.  Table 5-2 shows the calculated values using all three models and compares the difference 
between the three estimated percentages and the actual observation.  Figure 5-1 shows the 95 percent and 
99 percent prediction intervals for the data observed in this project.  
 

Table 5-2 Validation & comparison of models 
 

Hartselle 

Origin Station Yi Yi (TT) Yi (TRR) Yi (NCHRP) Yi-Yi(TT) Yi-Yi(TRR) Yi-Yi(NCHRP) 

US 31 N 73 63.3 63.5 29.7 9.7 9.5 43.3 

AL 36 W 58 38.3 32.62 24.9 19.7 25.38 33.1 

US 31 S 35 73.9 49.1 26.6 -38.9 -14.1 8.4 

AL 36 E 25 15.1 40.2 26 9.9 -15.2 -1 

 
 
 

New Obs     Fit     SE Fit         95.0% CI             95.0% PI 
US31 N    63.33       7.75   (   38.68,   87.99)  (   35.56,   91.11) XX 
AL36 W    38.32       4.00   (   25.60,   51.05)  (   20.28,   56.36) X  
US31 S    73.94       6.73   (   52.52,   95.36)  (   49.00,   98.88) XX 
AL36 E    15.09       6.82   (   -6.60,   36.78)  (  -10.09,   40.27) XX 
 
New Obs     Fit     SE Fit         99.0% CI             99.0% PI 
US31 N    63.33       7.75   (   18.08,  108.59)  (   12.36,  114.31) XX 
AL36 W    38.32       4.00   (   14.96,   61.68)  (    5.21,   71.43) X  
US31 S    73.94       6.73   (   34.63,  113.25)  (   28.16,  119.72) XX 
AL36 E    15.09       6.82   (  -24.72,   54.90)  (  -31.12,   61.30) XX 
X  denotes a row with X values away from the center 
XX denotes a row with very extreme X values 
 
Values of Predictors for New Observations 
 
New Obs       NLi      ADTi       PTi      NMCi 
US31 N       4.00     19790      4.40      1.00 
AL36 W       2.00      7220      5.60      0.00 
US31 S       4.00     14410      4.10      0.00 
AL36 E       2.00     10580      4.80      1.00 

 
Figure 5-1 Prediction intervals for observed data 
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By looking at the prediction intervals, half of the observed data lay within a 95 percent prediction interval 
(PI), and all the observed data lies within 99 percent PI.  This means the model is good is predicting 50 
percent of the observed data with a significant level α = 0.05, and it is good in predicting all the observed 
data with a level of significance α = 0.01.  From this it is understood that even though the sample size for 
model development was small, this model is still good in predicting future values. 
 
By looking at estimated values of the percentage of through trips by all three models and comparing these 
values with observed percentage of through trips (Yi), it is observed that 50 percent of the estimated 
values by the new model (TT) lie within the limit of 10 percent of the observed values.  This is true for 
the NCHRP model also.  At the same time 75 percent of the estimated values lie within the limit of 20 
percent of the observed trips for the new model, as well as well as the TRR model.  This means the new 
model was providing results similar to the other two models.  
 
The major difference in the observation values is for US 31 South, which could be attributed to the error 
in the data collection process.  Examining the percentage of missed vehicles during the editing process, 
this section of the roadway had the highest percent (42 percent), which is much larger than other 
approaches in Hartselle.  Figure 5-2 shows the relationship between the percent error in the data and 
percent difference between the estimated and observed values of through trips obtained by using the new 
model.  It can be inferred that these factors are closely related to each other.  In other words, smaller error 
in the observed data leads to more accurate estimates.  
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Figure 5-2 Comparison chart 
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5.2 Validation of Distribution of Through-Trip Model 
 
The newly developed through-trip distribution equation (DT), see Equation 5-4, and the through-trip 
distribution equations published in TRR (Equation 5-5) and NCHRP report (Equation 5-6) are given 
below.  Through-trip distribution is considered as the necessary second step in obtaining a matrix of 
through trips among stations.  In the case of Hartselle, there are four roadways entering to the community, 
so there are twelve samples for the validation purpose; this is a positive aspect from a statistical point of 
view.  The values of the variables are given in Table 5-3. Since all the roads are either U.S. or State 
highways, they are considered as principal arterial. 
 

 
(Eq. 5-4) 

 
 

(Eq. 5-5) 
 

 
(Eq. 5-6) 

 
 

where ADT/ ∑ ADTj = ADT at destination station divided by the sum of ADTs at all stations, and 
PTTDES = percent of through trips at the destination station (Modlin, 1982).  By using all three models, 
the values of the percent through trips from the origin station i to the destination station j are predicted 
and compared with the observed values of Yij (see Table 5-4).  
 

Table 5-3 Observed Hartselle data 
 

Hartselle   

Origin Destination Yij Yj NMCj RTECONij ADTj/∑ADTj ADTj NLj 

US 31 N AL 36 W 12 58 0 0 0.22 7220 2 

  US 31 S 37 35 0 1 0.45 14410 4 

  AL 36 E 24 25 1 0 0.33 10580 2 

AL 36 W US 31 S 20 35 0 0 0.32 14410 4 

  AL 36 E 30 25 1 1 0.24 10580 2 

  US 31 N 8 73 1 0 0.44 19790 4 

US 31 S AL 36 E 13 25 1 0 0.28 10580 2 

  US 31 N 15 73 1 1 0.53 19790 4 

  AL 36 W 7 58 0 0 0.19 7220 2 

AL 36 E US 31 N 5 73 1 0 0.48 19790 4 

  AL 36 W 9 58 0 1 0.17 7220 2 

  US 31 S 11 35 0 0 0.35 14410 4 

 
 

Yij =1.97 +16.0 x NMCj +2.98 x NLj +7.93 x RTECONij –0.000803 x ADTj 

Yij = -7.4 + 0.55 x PTTDES + 24.68 x RTECON + 45.62 x ADT / ∑ ADTj 

Yij = -7.40 + 0.55 x PTTDESj + 24.68 x RTECONij + 45.62 x ADTj / ∑ ADTj 
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Table 5.4 Validation and comparison 
 

Hartselle 

Origin Destination Yij Yij(TT) Yij(TRR) Yij(NCHRP) Yij-Yij(TT) Yij-Yij(TRR) Yij-Yij(NCHRP) 

US 31 N AL 36 W 12 2.1 34.7 34.7 9.9 -22.7 -22.7 

  US 31 S 37 10.2 56.9 56.9 26.8 -19.9 -19.9 

  AL 36 E 24 15.4 21.3 21.3 8.6 2.7 2.7 

AL 36 W US 31 S 20 2.3 26.5 26.5 17.7 -6.5 -6.5 

  AL 36 E 30 23.4 41.8 41.8 6.6 -11.8 -11.8 

  US 31 N 8 13.9 52.9 52.9 -5.9 -44.9 -44.9 

US 31 S AL 36 E 13 15.4 19.2 19.2 -2.4 -6.2 -6.2 

  US 31 N 15 21.9 81.4 81.4 -6.9 -66.4 -66.4 

  AL 36 W 7 2.1 33.3 33.3 4.9 -26.3 -26.3 

AL 36 E US 31 N 5 13.9 54.54 54.54 -8.9 -49.54 -49.54 

  AL 36 W 9 10.1 57.1 57.1 -1.1 -48.1 -48.1 

  US 31 S 11 2.3 27.7 27.7 8.7 -16.7 -16.7 

 
 
Data for all the variables are relatively easy to obtain.  Number of lanes, route continuity, internal-
external factor and NMCj values are always readily available.  The only factor that requires some effort is 
the ADT.   The 95 percent prediction intervals for the observed data were given in Figure 5-3.  It can be 
seen  that 83.3 percent of the observed data lies within 95 precent PI, which means the model was able to 
predict 83.3 percent of the observed data within a significance level of  α = 0.05.  
 

New Obs     Fit     SE Fit         95.0% CI             95.0% PI 
AL36 W     2.14       2.37   (   -2.82,    7.10)  (   -9.84,   14.12)    
US31 S    10.25       5.39   (   -1.04,   21.54)  (   -5.44,   25.95) XX 
AL36 E    15.48       3.00   (    9.20,   21.76)  (    2.90,   28.07)    
US31 S     2.33       4.95   (   -8.04,   12.70)  (  -12.72,   17.37) X  
AL36 E    23.41       3.64   (   15.79,   31.03)  (   10.10,   36.71)    
US31 N    14.05       5.75   (    2.02,   26.08)  (   -2.19,   30.29) XX 
AL36 E    15.48       3.00   (    9.20,   21.76)  (    2.90,   28.07)    
US31 N    21.97       6.22   (    8.96,   34.99)  (    5.00,   38.95) XX 
AL36 W     2.14       2.37   (   -2.82,    7.10)  (   -9.84,   14.12)    
US31 N    14.05       5.75   (    2.02,   26.08)  (   -2.19,   30.29) XX 
AL36 W    10.06       3.04   (    3.69,   16.43)  (   -2.57,   22.69)    
US31 S     2.33       4.95   (   -8.04,   12.70)  (  -12.72,   17.37) X  
X  denotes a row with X values away from the center 
XX denotes a row with very extreme X values 
 
Values of Predictors for New Observations 
 
New Obs      NMCj       NLj  RTECONij      ADTj 
AL36 W       0.00      2.00      0.00      7220 
US31 S       0.00      4.00      1.00     14410 
AL36 E       1.00      2.00      0.00     10580 
US31 S       0.00      4.00      0.00     14410 
AL36 E       1.00      2.00      1.00     10580 
US31 N       1.00      4.00      0.00     19790 
AL36 E       1.00      2.00      0.00     10580 
US31 N       1.00      4.00      1.00     19790 
AL36 W       0.00      2.00      0.00      7220 
US31 N       1.00      4.00      0.00     19790 
AL36 W       0.00      2.00      1.00      7220 
US31 S       0.00      4.00      0.00     14410 

 
Figure 5-3 Prediction interval  for observed data 
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Figure 5-4 shows the relative performance of each model with the observed values of percentage of trips 
from station i to station j.  Comparing the estimated values of percent through trips between stations with 
observed values Yij, 83 percent of the estimated values from the new model (DT) lie within 10 percent of 
the observed values.  At the same time only 25 percent of the estimated values lie with 10 percent of the 
observed values for the TRR and NCHRP models.  This means the new model is providing far better 
results than the other two.  Regarding the difference in the observed value for US 31 South, it could be 
due to the error in the data collection process as was explained in the previous section.  The comparison 
of the three models shows that the new trip distribution model had the best performance in terms of 
prediction errors.  Data for all the variables are easy to obtain (Zhao and Chung, 2001).  Number of lanes, 
route continuity and NMC values are always readily available. The only factor that requires some effort is 
the ADT; in most cases it can be obtained from traffic maps. 
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Figure 5-4 Percent trips comparison 
 
 

5.3 Validation of Single Model to Predict Percent Trips Between Stations 
 
The single model to predict the percent of trips from any external station to all other stations, including 
the origin station, is shown in Equation 5-7.  The advantage of this model is that the internal-external trips 
and the external-external trips can be calculated by using the same model, which means the model for 
estimation of through trips at external stations and the model for the distribution of through trips between 
stations are joined in a single model.  
 

 
(Eq. 5-7) 

 
Yij = 5.98 - 0.00125 ADTj + 2.42 NLj + 17.7 NMCj + 7.76 RTECONij + 47.2 IEF 
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Considering Hartselle as the validation community, there were sixteen samples for validation purposes. 
The values of the variables are given in Table 5-5.  Since there was no single step TRR or NCHRP model, 
the values obtained from previous calculations were used for comparison purpose. 
 

Table 5-5 Observed Hartselle data 
 

Hartselle 

Origin Destination  Yij ADTj NLj NMCj RTECONij IEF 

US 31 N US 31 N 27 19790 4 1 0 1 

  AL 36 W 12 7220 2 0 0 0 

  US 31 S 38 14410 4 0 1 0 

  IAL 36 E 23 10580 2 1 0 0 

AL 36 W AL 36 W 42 7220 2 0 0 1 

  US 31 S 20 14410 4 0 0 0 

  AL 36 E 30 10580 2 1 1 0 

  US 31 N 8 19790 4 1 0 0 

US 31 S US 31 S 65 14410 4 0 0 1 

  AL 36 E 13 10580 2 1 0 0 

  US 31 N 15 19790 4 1 1 0 

  AL 36 W 7 7220 2 0 0 0 

AL 36 E AL 36 E 75 10580 2 1 0 1 

  US 31 N 5 19790 4 1 0 0 

  AL 36 W 9 7220 2 0 1 0 

  US 31 S 11 14410 4 0 0 0 

 
 
Comparison of the models shows that the new Single Model to Predict Percent Trips Between Stations 
(EEI) has the best performance in terms of prediction errors, with 63 percent of estimated percent of trips 
having an error smaller than 10 percent and 87 percent of estimated percent trips having an error smaller 
than 25 percent respectively. The performance of the TRR model was better than the NCHRP model, as 
the TRR model was able to predict 56 percent of data with an error smaller than 20 percent of the 
observed values. The NCHRP model had the worst performance with only 44 percent of estimated values 
lying within an error limit of 20 percent from the observed values (see Table 5-6). 
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Table 5-6 Validation and comparison 
 

Hartselle 

Origin Destination Yij Yij(EEI) Yij(TRR) Yij(NCHRP) Yij-Yij(EEI) Yij-Yij(TRR) Yij-Yij(NCHRP) 

US 31 N US 31 N 27 55.8 36.5 70.3 -28.8 -9.5 -43.3 

  AL 36 W 12 1.8 34.7 34.7 10.2 -22.7 -22.7 

  US 31 S 38 5.4 56.9 56.9 32.6 -18.9 -18.9 

  AL 36 E 23 15.3 21.3 21.3 7.7 1.7 1.7 

AL 36 W AL 36 W 42 48.9 67.38 75.1 -6.9 -25.38 -33.1 

  US 31 S 20 0 26.5 26.5 22.3 -6.5 -6.5 

  AL 36 E 30 23 41.8 41.8 7 -11.8 -11.8 

  US 31 N 8 8.6 52.9 52.9 -0.6 -44.9 -44.9 

US 31 S US 31 S 65 44.8 50.9 73.4 20.2 14.1 -8.4 

  AL 36 E 13 15.3 19.2 19.2 -2.3 -6.2 -6.2 

  US 31 N 15 16.4 81.4 81.4 -1.4 -66.4 -66.4 

  AL 36 W 7 1.8 33.3 33.3 5.2 -26.3 -26.3 

AL 36 E AL 36 E 75 62.5 59.8 74 12.5 15.2 1 

  US 31 N 5 8.6 54.54 54.54 -3.6 -49.54 -49.54 

  AL 36 W 9 9.5 57.1 57.1 -0.5 -48.1 -48.1 

  US 31 S 11 0 27.7 27.7 13.3 -16.7 -16.7 

 
 
 

From the PI given in Figure 5-5, it was observed that 82 percent of the observed data lay within the limit 
of 95 percent PI.  It should be mentioned that all the observed data that was outside this limit was 
associated with US 31 South, where an error occurred during data collection.  From this information, it 
can be implied that the model is good at predicting 82 percent of observed values with a significance level 
of α = 0.05.  The graphical comparison of the observed percent trips with estimated values of all three 
models is shown in Figure 5-6.  As negative percentages never exist in reality, those figures were 
considered as zero for practical purposes. 
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New Obs     Fit     SE Fit         95.0% CI             95.0% PI 
US31 N    55.84       6.56   (   42.36,   69.32)  (   36.81,   74.88) XX 
AL36 W     1.78       2.62   (   -3.61,    7.18)  (  -12.69,   16.26)    
US31 S     5.38       5.97   (   -6.90,   17.66)  (  -12.82,   23.58) X  
AL36 E    15.30       3.52   (    8.07,   22.54)  (    0.04,   30.56)    
AL36 W    49.02       3.17   (   42.51,   55.52)  (   34.09,   63.95)    
US31 S    -2.38       5.41   (  -13.50,    8.74)  (  -19.82,   15.06) X  
AL36 E    23.06       4.33   (   14.16,   31.96)  (    6.95,   39.18)    
US31 N     8.61       6.27   (   -4.27,   21.50)  (  -10.00,   27.23) X  
US31 S    44.85       5.71   (   33.11,   56.59)  (   27.01,   62.70) X  
AL36 E    15.30       3.52   (    8.07,   22.54)  (    0.04,   30.56)    
US31 N    16.37       6.86   (    2.26,   30.48)  (   -3.11,   35.85) XX 
AL36 W     1.78       2.62   (   -3.61,    7.18)  (  -12.69,   16.26)    
AL36 E    62.53       3.97   (   54.38,   70.69)  (   46.82,   78.25)    
US31 N     8.61       6.27   (   -4.27,   21.50)  (  -10.00,   27.23) X  
AL36 W     9.54       3.52   (    2.31,   16.78)  (   -5.72,   24.80)    
US31 S    -2.38       5.41   (  -13.50,    8.74)  (  -19.82,   15.06) X  
X  denotes a row with X values away from the center 
XX denotes a row with very extreme X values 
 
Values of Predictors for New Observations 
 
New Obs      ADTj       NLj      NMCj  RTECONij       IEF 
US31 N      19790      4.00      1.00      0.00      1.00 
AL36 W       7220      2.00      0.00      0.00      0.00 
US31 S      14410      4.00      0.00      1.00      0.00 
AL36 E      10580      2.00      1.00      0.00      0.00 
AL36 W       7220      2.00      0.00      0.00      1.00 
US31 S      14410      4.00      0.00      0.00      0.00 
AL36 E      10580      2.00      1.00      1.00      0.00 
US31 N      19790      4.00      1.00      0.00      0.00 
US31 S      14410      4.00      0.00      0.00      1.00 
AL36 E      10580      2.00      1.00      0.00      0.00 
US31 N      19790      4.00      1.00      1.00      0.00 
AL36 W       7220      2.00      0.00      0.00      0.00 
AL36 E      10580      2.00      1.00      0.00      1.00 
US31 N      19790      4.00      1.00      0.00      0.00 
AL36 W       7220      2.00      0.00      1.00      0.00 
US31 S      14410      4.00      0.00      0.00      0.00 

 
Figure 5-5  Prediction intervals for observed data 
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Figure 5-6 Percent trips comparison              

 
Data for all the variables are relatively easy to obtain. Number of lanes, route continuity, the internal-
external factor and NMC values are always readily available.  The only factor that requires some effort is 
the ADT.  Figure 5-6 shows the relative performance of each model with the observed value of 
percentage of trips from station i to station j.                                                  
          
5.4 All Case Study Cities with the Combined Model 
 
At this point, the new single equation capable of developing the percentage of external trips and 
distribution of trips has been shown successful for Hartselle.  In the following section, this model will be 
applied to the remaining case study cities to see if it has transferability to other communities in Alabama.  
The methodology employed to test the transferability of the model was to compare the predicted 
percentage of traffic to the observed traffic using a graphical representation and the Nash-Sutcliffe Model 
Efficiency Statistic (Nash and Sutcliffe, 1970). 
 
The graphs displaying the predicted percent traffic and actual percent traffic are shown as Figures 5-7 
through 5-10.  In each figure, a 1:1 line has been added to assist in understanding the relationship between 
the two values.  Examining the series of figures, it is possible to draw the conclusion that there is a decent 
linear relationship between the prediction and the actual values.  This linear relationship supports the 
notion that the single equation model can be transferred to other communities and remain valid. 
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Comparison of Prediction to Actual Movements for Alexander City
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Figure 5-7  Comparison of data for Alexander City 
 

Comparison of Prediction to Actual Movements for Russellville
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Figure 5-8  Comparison of data for Russellville 
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Comparison of Prediction to Actual Movements for Sylacauga
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Figure 5-9  Comparison of data for Sylacauga 
 

Comparison of Prediction to Actual Movements for Troy
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Figure 5-10  Comparison of data for Troy 
 
To strengthen the conclusion that the model is transferable to other communities within the state, a Nash-
Sutcliffe Model Efficiency Statistic was calculated for each community.  The test statistic represents the 
percentage of the variance in the measured data that is explained by the simulated data (Nash and 
Sutcliffe, 1970).  In other words, the efficiency statistic compares the variance in the model errors with 
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that in the observed data and indicates how closely the plot of the simulated versus observed values 
comes to the 1:1 line.  Thus, it indicates the model’s ability to replicate data along a 1:1 line.  The statistic 
is calculated as: 
 
   Test Statistic = 1 – [ Σ (observed data – actual data )2  / Σ ( observed data – average observation )2 ] 
 
The statistic can vary from +1.0 to –1.0.  Any positive value of this parameter indicates some predictive 
value in the model above random selection.  Based on the data collected and analyzed from the four test 
case cities, the test statistic was computed to be: 
 
 Alexander City  0.60,  
 Russellville  0.85,  
 Sylacauga  0.76, and  
 Troy   0.62. 
 
All of the values for the test statistic indicate a strong relationship and strengthen the conclusion that the 
model has transferability to other communities. 
 
5.5 Results and Discussion 
 
Three models were developed to predict the percentage of through trips in small urban communities.  The 
validation results showed that the model to predict through trips at an external station showed similar 
performance to that of the TRR and NCHRP models; and the through-trip distribution model and single 
model to predict percent trips between stations showed more accurate results than TRR and NCHRP 
models.  The validation for the prediction of through-trip percents could have been better if a larger 
sample size were available.  From a statistical point of view, all three models showed excellent 
coefficients of determination (R-Sq), and the overall P-values were within a reasonable range (P < 0.025).  
Based on the model adequacy and ability to predict future values, the single model to predict the 
percentage of trips between stations was considered to be the most valid model.  In addition, the 
application of the model to the additional case study cities supports the application of the model to 
determine traffic flows at other locations in Alabama. 
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CHAPTER SIX 
CONCLUSION 

 
The non-intrusive data collection method used for this study was successful. The video surveillance 
equipment used was capable of recording the data with 80 percent to 90 percent accuracy on two lane 
roadways. Difficulty surfaced with four lane roads, where some camcorders where not able to record 
vehicles in both lanes accurately. This result reduced the accuracy of the data. 
 
Video surveillance can be improved by providing more rigorous training for the data collection staff and 
providing additional cameras for roadways with multiple lanes to increase the number of vehicles 
properly recorded.  Methods to reduce glare and direct sunlight should be examined to improve the 
quality of the image. 
 
6.1 Model Conclusion 
 
Identification of the effect of nearby cities, expressways or businesses on a small community traffic flow 
is a new contribution. This factor was never mentioned in any of the previous models. This factor plays an 
important role in all three models developed during this study. For the purpose of this report, this factor is 
limited to a city or expressway within reasonable distance. Further studies need to be performed to 
determine which cities or roadways can be included in this factor.  The number of lanes was the other 
contributing factor, which essentially replaced functional classification. Since most roadways in small 
communities will be U.S. or state highways; the number of lanes was found to be a determining factor for 
the traffic volume. 
 
The novelty of these models lies in their dependence on a minimal amount of data to predict trip 
percentages.  Average daily traffic and percent trucks are the only two variables requiring data collection.  
All other variables used in these models are readily available.  
 
The application of the model to the validation communities demonstrated the ability of the model to 
accurately predict traffic flow characteristics in a wide variety of communities.  Based on the graphs and 
test statistics calculated during this research, the single equation model also demonstrated transferability 
to other communities, a vital component in transportation modeling.   
 
Desired future research involves collecting more data, modifying the model using a larger sample size, 
providing a broader definition for the new variable (NMC), and defining the kind of facilities to be 
included in this factor. 
 
6.2 Closure 
 
Three multiple regression models were developed for estimating the percentage of through trips for small 
urban communities.  A large number of potential predictors were identified and investigated.  Six 
variables were used in the final models.  They include Average Daily Traffic (ADT), Number of Lanes on 
the roadway (NL), Percentage of Trucks (PT), Nearest Major City / Expressway (NMC), Route 
Continuity (RTECON) and the Internal-External Factor (IEF).  The models were able to explain 67 
percent to 95 percent of the total variability depending on the variables used. 
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The models are divided into two sets.  The first set consists of the models to predict through trips at an 
external station and for the distribution of through trips between stations. The second set is the single step 
model to predict the percentage of trips from one external station to another. The second set of models 
provided better estimates the percentage trips.  Hence the single equation model is recommended. 
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APPENDIX  
RESIDUAL ANALYSIS PLOTS 

 
 
A.1 Model to Predict Through Trips at External Stations 
 
 

 
 

Figure A-1 Residual histogram for Yi 

 
 

 
 

Figure A-2 Residuals vs. fits for Yi 
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Figure A-3 Normal plot of residuals for Yi 

 
 

A.2 Model for Distribution of Through Trips Between Stations 
 
 

 
 

Figure A-4 Residual histogram for Yij 
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Figure A-5 Residual vs. fits for Yij 

 
 
 

 
 

Figure A-6 Normal plot of residuals for Yij 
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A.3 Single Model to Predict Percent Trips Between Two Stations 
 
 

 
 

Figure A-7 Residual histogram for Yij 
 
 

 
 

Figure A-8 Residual vs. fits for Yij 
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Figure A-9 Normal plot of residuals for Yij 

 
 
 
 

 
 


